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A systematic description of a spin one-half system endowed with magnetic moment or any other two-level
system (qubit) interacting with the quantized electromagnetic field is developed. This description exploits a
close analogy between a two-level system and the Dirac electron that comes to light when the two-level system
is described within the formalism of second quantization in terms of fermionic creation and annihilation
operators. The analogy enables one to introduce all the powerful tools of relativistic QED (albeit in a greatly
simplified form). The Feynman diagrams and the propagators turn out to be very useful. In particular, the QED
concept of the vacuum polarization finds its close counterpart in the photon scattering off a two level system
leading via the linear response theory to the general formulas for the atomic polarizability and the dynamic
single spin susceptibility. To illustrate the usefulness of these methods, we calculate the polarizability and
susceptibility up to the fourth order of perturbation theory. These ab initio calculations resolve some ambigu-
ities concerning the sign prescription and the optical damping that arise in the phenomenological treatment. We
also show that the methods used to study two-level systems (qubits) can be extended to many-level systems
(qudits). As an example, we describe the interaction with the quantized electromagnetic field of an atom with

four relevant states: one S state and three degenerate P states.
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I. INTRODUCTION

Two-level quantum systems, called qubits by Schumacher
[1], play a fundamental role in quantum information theory.
In this context they are usually treated as mathematical ob-
jects living in a two-dimensional Hilbert space. In reality,
qubits always exist as material objects and we should not
forget that they are endowed with concrete physical proper-
ties. In this paper we shall deal with two-level systems that
interact directly with the electromagnetic field, such as spin
one-half particles endowed with magnetic moment or two-
level atoms. Thus our results do not apply to qubits encoded
in the polarization states of photons. We shall restrict our-
selves in this paper to isolated qubits interacting only with
the quantized electromagnetic field. Therefore the calculated
decay rates will include only the spontaneous emission.

A two-level system is the simplest model of a quantum
system and yet in the presence of a coupling to the quantized
electromagnetic field an exact solution has not been ob-
tained. Even in the simplest case, when the electromagnetic
field is restricted to just one mode, the model has been ex-
actly solved only in the rotating-wave approximation by
Jaynes and Cummings [2]. Among the approximate solu-
tions, perturbation theory is still the most universal and ef-
fective tool, especially in the world of electromagnetic phe-
nomena.

In the present paper we develop a systematic and com-
plete theory based on an observation that a two-level system
can be treated as a relativistic trapped electron. The transla-
tional degrees of freedom of such an electron are practically
frozen. The only “degree of freedom” that remains is the
electron’s ability to undergo transitions between two discrete
energy states. In order to fully unfold the connection between
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the QED and the theory of two-level systems, we shall per-
form the second quantization of the standard theory of qu-
bits. The description of two-level systems in terms of cre-
ation and annihilation operators has been introduced before
(cf., for example, [3]) but no one has exploited the full po-
tential of this formulation. The crucial element in our formu-
lation is the systematic use of Feynman diagrams. To expose
a close analogy with the relativistic theory, including the
form of the propagators, we shall choose the energy scale in
such a way that the energy levels of the two-level system
have opposite signs. In this way, we arrive at a picture of a
two-level system that coincides with the Dirac-sea view of
quantum electrodynamics. The ground state of the two-level
system corresponds to the occupation of the negative energy
state, while the excited state corresponds to the occupation of
the positive energy state accompanied by a hole in the nega-
tive energy sea. The transition between these two states due
to the interaction with a photon can be represented by the
two elementary Feynman diagrams shown in Fig. 1.

There are significant advantages in using the Feynman
diagrams and the Feynman propagators associated with these
diagrams as compared to the standard perturbation theory
used in nonrelativistic quantum mechanics.

First, we never need the formula for the ground state ex-
pressed in terms of the noninteracting particles. This is due
to the stability of the ground state under the adiabatic
switching-on of the interactions. In the Feynman approach
the difference between the physical ground state of interact-
ing particles and the ground state of noninteracting particles
amounts only to the phase factor corresponding to all discon-
nected vacuum diagrams [4,5].

Second, a single Feynman amplitude combines several
terms of the standard perturbation theory since in the Feyn-
man approach all processes that differ only in the time or-
dering of the vertices are described by one Feynman ampli-
tude (Fig. 2). The number of diagrams of the standard
perturbation theory that are combined into one Feynman dia-
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FIG. 1. Two Feynman diagrams representing the elementary
processes and their interpretation in terms of the Dirac-sea picture.
The pair creation (a) corresponds to the photon absorption causing a
transition (b) of the two-level system from the ground state to the
excited state. The electron is moved from the negative energy state
(creating a hole) to the positive energy state. The pair annihilation
(c) corresponds to the inverse process (d). The electron jumps back
from the positive to the negative energy state emitting a photon.

gram grows exponentially with the number of vertices.
Third, there are many sophisticated tools available to
evaluate and analyze Feynman propagators that greatly sim-
plify the calculations and also give a deeper insight into the
physical processes described by these propagators. In par-
ticular, we shall use the quantum linear response theory to
calculate the atomic polarizability and the spin susceptibility
from the Feynman propagators. Our formalism is not re-
stricted to two-state systems. It can easily be generalized to
many-state systems (qudits) and we analyze as an example a
four-state system—the atomic dipole—to show that the
whole framework can easily be extended to cover this case.
The main message of our investigation is that the Feynman
description of quantum phenomena, known for its elegance,
versatility, and effectiveness in relativistic quantum field
theory, also leads to significant simplifications in the theory
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FIG. 2. Two time orderings in the standard perturbation theory
that are combined into one Feynman amplitude represented by one
Feynman diagram.
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of qubits. Of course, we are not trying to imply that qubits
are relativistic objects. We shall only exploit formal similari-
ties and use many available tools of a relativistic theory.
Feynman propagators and Feynman diagrams in our ap-
proach should be treated as purely mathematical constructs
introduced as a means to streamline and organize perturba-
tion theory. They greatly simplify the calculations but they
do not represent any physical objects.

There is a huge number of papers and even a monograph
[6] dealing with the theory of two-level systems and its ap-
plications. We believe that the point of view described in this
paper will further our understanding of these systems. Our
research has been prompted by a recent calculation of the
atomic polarizability by Loudon and Barnett [7]. Our results
differ from their results in the fourth order of perturbation
theory because they have not taken into account all the nec-
essary corrections. The crossing symmetry of the polarizabil-
ity that played an important role in the derivation of the final
result by Loudon and Barnett is automatically satisfied in our
formulation. In quantum field theory the crossing relations
follow from the analytic properties of the propagators as
functions of the energy parameter and from the direct con-
nection between the polarizability and the retarded photon
propagator. This connection enabled us to easily calculate the
polarizability of a two-level atom and the spin susceptibility
in the fourth order of perturbation theory by evaluating the
contributions from only a few Feynman diagrams.

Our results clarify certain issues, like the opposite sign
versus equal sign prescription or the damping in the ground
state, that are still being debated [8—14]. We show that both
sign prescriptions are correct but they apply to different
physical situations. The equal sign prescription is appropriate
for the scattering situation when we control the initial and
the final photon states. The opposite sign prescription is ap-
propriate in the linear response theory when we control the
initial state and also the form of the perturbation but we
perform a summation over all final states. Thus only the
opposite-sign convention is appropriate for the calculation of
the atomic polarizability. We also show that even though, as
stated in [6], “A two-level atom is conceptually the same
kind of object as a spin-one-half particle in a magnetic field,”
the dynamical properties of these systems are quite different.
The differences become significantly different in higher or-
ders of perturbation theory.

Of course, one should keep in mind that our calculations
of atomic polarizabilities should not be taken too seriously
because the two-level model gives only a very crude descrip-
tion of a real atom. However, for a single spin system, our
results are close to reality. The only approximation being
made in this case is that the position of the spin is frozen—
the translational degrees of freedom are suppressed.

It has been fully recognized that quantum field theory
would, in principle, give unambiguous answers to all such
questions but the prevailing opinion that “there are consider-
able difficulties associated with the treatment of optical
damping in a non-phenomenological manner” [8] discour-
aged efforts to apply field-theoretic methods. In this paper
we show how to overcome these “considerable difficulties.”
We formulate a theory that is simple because it follows all
the rules of a well-established theory and it also has an un-
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ambiguous interpretation because it is systematically derived
from first principles.

In what follows we shall use most of the time a conve-
nient system in units in which Z=1, ¢=1, and wy,=1. Of
course, in this system of units also €,=1. More precisely, we
express every physical quantity in powers of the meter and
f, ¢, o (or €) and then we drop A=1, c=1, wy=1, and €,
in the formulas. For example, the Bohr magneton in these
units is wp=5.847 X 107" m, tesla is 1 T=5.017 X 10'> m™2,
and the electron volt is 1 eV=5.068 X 10° m™".

II. MODEL HAMILTONIAN

The physical system that we shall have in mind is prima-
rily a spinning electron trapped in a spherically symmetric
potential subjected to a constant magnetic field and interact-
ing with the quantized electromagnetic field and possibly an
external time-varying electromagnetic field. We find it con-
venient to call this system the electron to stress the analogy
with quantum electrodynamics although it is a highly re-
duced model of an electron. We shall treat in detail the spin
system coupled to the electromagnetic field through its mag-
netic dipole but we shall also extend our analysis to atoms
coupled through their electric dipole moments. There are two
cases here that must be distinguished: the literal two-level
atom that requires a two-dimensional Hilbert space and an
atom with a true electric dipole moment that requires a four-
dimensional Hilbert space that can accommodate the three-
dimensional dipole vector.

The Hamiltonian H=H,+H; for the spin system in the
second-quantized form is

Hy= f &r i (r)Hyy(r) + % f &r[E*(r) + B*(r)]:,
(1a)

H1=—Mfd3r P (r)oy(r) - B(r), (1b)

where H{, is the quantum-mechanical Hamiltonian of the
electron in the absence of the magnetic coupling and the
colons, as usual, denote the normal ordering. We shall as-
sume that the magnetic moment of the electron is coupled to
a constant external magnetic field and to the quantized mag-
netic field. Next, we assume that only the spin degree of
freedom is active. Therefore we can retain only one term in
the expansion of the electron field operator

Pir) = x(r)ip, 2)

where x(r) is a fixed orbital electron wave function assumed
to be spherically symmetric. The two-component fermionic
operators are 3= (i, l,/l;) and ¢=(4,,4,). Their compo-
nents create and annihilate the electron in the upper (excited)
or lower (ground) energy state. Within this approximation,
the Hamiltonian can be rewritten in the form

H0=,LLB0¢T0'Z¢+% f &Eri[E*r)+B*(r)]:,  (3a)
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Hi=-up oy f d*r p(r)B(r). (3b)

The parameter u is the magnetic moment, B, is the constant
magnetic field (pointing in the z direction), and o
=(0,,0y,0) are the three Pauli matrices. In the interaction
Hamiltonian the magnetic field operator B is averaged with
the electron distribution function p(r)= X*(r))((r) over the
region where the trapped electron is localized.

The Hamiltonian H=Hy+H; conserves the number of
electrons. It acts independently in each subspace with a
given number of electrons. Since there are just two creation
operators in this model, the electronic Fock space is four-
dimensional. It comprises a one-dimensional zero-particle
subspace, a one-dimensional two-particle subspace, and a
two-dimensional one-particle subspace spanned by the state
vectors #}]0) and }|0). This two-dimensional subspace will
be our qubit space. The standard fermionic anticommutation
relations

{lzbh ¢I}= 51']’ {l//i’ lzbj}=0’ {lvbj-’ @}: 0 (4)

imply that the operators #'o¢ annihilate the zero-particle
and two-particle sectors, whereas in the qubit space they act
as the Pauli matrices. Therefore in the qubit subspace the
Hamiltonian (3) is equivalent to the following one obtained
from Eq. (3) by replacing all bilinear combinations 4o of
the operators ' and i by the corresponding Pauli matrices:

H0=—,U.Boo'z+%deV:[Ez(r)+B2(r)]:’ (Sa)

H=-puo- f &r p(r)B(r). (5b)

To stress the analogy between QED and quantum electrody-
namics of two-level systems, from now on we shall denote
the energy uB, by the letter m.

A. Spin system as a dimensional reduction of QED

The formulation that employs the electronic creation and
annihilation operators will enable us to define new objects—
the propagators—that do not appear in the standard descrip-
tion of a spin system. The electron propagators, being auxil-
iary objects without direct physical interpretation, fully
deserve the name “dead wood,” as Dirac [15] called them.
However, a complete formulation of QED (including renor-
malization) without the propagators would be extremely
complicated, if possible at all. We shall show that they are
also very useful in the description of two-level systems.

The Hamiltonian (3) acts independently in each sector
with a given number of electrons, but the electron creation
and annihilation operators cause transitions between these
sectors. This leads here, like in full QED, to a greater flex-
ibility of the mathematical formalism and will allow us to
introduce objects that are not available in the standard theory
of qubits based on the Hamiltonian (5). A long time ago, the
same idea has been successfully applied to the study of the
Ising chain [16] and that served as an inspiration for the
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present research. The representation of the spin operators as
bilinear expressions of the creation and annihilation opera-
tors is the key ingredient of our approach. It enabled us to
introduce the fermionic Feynman propagators and to employ
the Wick theorem in its most convenient, field-theoretic form
that leads directly to standard Feynman diagrams. In con-
trast, the use of the spin operators as basic variables does not
lead to the Feynman rules in their simplest form known from
QED.

In order to better explain the relation between QED and
our treatment of two-level systems, let us observe that the
Hamiltonian (3) can be obtained by the dimensional reduc-
tion from three to zero spatial dimensions. To carry out this
reduction, we drop entirely the coordinate dependence and
we disregard the integration in the QED Hamiltonian Hp, of
the Dirac field

Ho=fd3r[€¢?(r)a-11¢(r)+mc21ﬂ(r)ﬁlﬂ(r)]- (6)

We keep only the mass term and we replace the Dirac field
operator [ ,(r), Y»(r), Y(r), Yu(r)] by the space-independent
operators (i,,#,). The operator ¢, annihilates the particle in
the positive energy state and ¢, annihilates the particle in the
negative energy state. The rest energy mgc> of the electron is
to be identified with uB,. Despite these drastic simplifica-
tions, we shall still retain the full analogy with quantum elec-
trodynamics. This will enable us to use the highly developed
formalism of QED and also to gain deeper insights that go
with it.

B. Magnetic dipole Hamiltonian

Under the assumption that only the spin degree of free-
dom is active and the orbital part of the electron wave func-
tion x(r) is fixed and spherically symmetric, only the mag-
netic dipole component of the radiation field is coupled to
the electron. Therefore it is most convenient to employ the
multipole expansion, i.e., the decomposition of the electro-
magnetic field into the eigenstates of the angular momentum.
Then, the integration of the magnetic field vector with the
spherically symmetric distribution in the interaction Hamil-
tonian (3b) eliminates all multipoles except the magnetic di-
pole. We present the details of this calculation in Appendix
A. We shall rewrite the Hamiltonian (A13) derived there as
follows:

H=mi o+ > f” dk wc] (k)c (k)
i 0
+oy- J dk g(k) (k). (7)
0

where we introduced the dipole vector field ¢(k) built from
the Cartesian components of the annihilation and creation
operators
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ci(k) + ¢} (k)
pilk)=—"7—"". (8)
\2k
The form-factor g(k) is defined in Eq. (A16) and according
to the formula (A17) it is proportional to the Fourier trans-
form p(k) of the distribution function p(r),

2
o0 = 500, ©)
w3

The normalization condition imposed on p requires that
p(0)=1. Therefore for small values of k the form factor be-
haves as g(k)=~ uk?/ 3. To illustrate this property, let us
consider the qubit realized as the spin degree of freedom of a
nonrelativistic electron in the ground state of the Coulomb
potential. In this case the distribution function p(r) and the
corresponding form-factor g(k) are

(10a)

wk? 1
s V3 (1 +Ka2/4)?’ (106)
where a; is the Bohr radius.

The applicability of the model interaction Hamiltonian (7)
extends beyond the simplest case considered here. Should
the distribution function p(r) be of a more general character
or the internal degrees be more complicated, the elimination
of higher multipoles could still be justified as an approxima-
tion based on the small value of the ratio: atomic size/
wavelength.

C. Two-level atom Hamiltonian

In the case of a literal two-level atom considered by most
authors, only one component of the electromagnetic field is
coupled to the atom; namely, the component that causes tran-
sitions between the ground state and one selected excited
state. Therefore it is sufficient to replace the three-
component vector ¢(k) by a single component ¢(k). In this
way, we obtain the standard Hamiltonian for a two-level
atom interacting with the quantized electromagnetic field in
the form [3,7]

H=mo, +, f dk wc (k)c,(k) + o, f ‘dk (k) p(k),
i 0

0
(11)
which after the second quantization becomes
H=m o+ D, f dk wc] (k)c,(k)
i Jo
+ylop f dk §(k) (), (12)
0

where the form-factor g(k),
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2

800 = 7h), (13)
T3

is obtained from the formula (9) by replacing the magnetic
dipole w and its distribution function p by the electric dipole
d and its distribution function «. This natural prescription
will be confirmed in the next section when we derive the
interaction Hamiltonian for a true atomic dipole vector. We
place a hat on the symbols of all quantities that refer specifi-
cally to two-level atoms to distinguish them from the corre-
sponding quantities for the spin system.

D. Electric dipole Hamiltonian

The truncation of the atomic Hilbert space to only two
dimensions does not allow for the construction of an atomic
dipole vector that could be coupled to the electric dipole
field. Such a construction can be carried out if we enlarge the
Hilbert space of the relevant atomic states to four dimen-
sions. We shall still have only two energy levels but in addi-
tion to the ground state we introduce three states correspond-
ing to the degenerate upper level. This is precisely the
situation in real atoms if the transitions take place between
the ground § state and the three excited P states. The inclu-
sion of all three P states leads to full rotational invariance.
Using this specific example we show how to extend our for-
malism to N-level systems. The Hamiltonian H=H,+H ex-
pressed in the formalism of second quantization can now be
written in the form (cf. Appendix A)

H=¢mgp+ > f dk wd) (k)d,(k)
i 0

+ T f dk g(k) (k). (14)
0

where we kept the same symbol ¢(k) to denote the electro-
magnetic field because the change from the magnetic dipole
field to the electric dipole field does not change any of the
mathematical properties of the field ¢p(k). We introduced
four annihilation and four creation operators corresponding
to four atomic states. The operators for the ground state and
the operators for the excited states in the Cartesian basis are
combined into four-dimensional objects ¥={t, .., ¥}
and ¢T={1ﬂi,¢f,z,bi,¢;}. They obey the fermionic anticom-
mutation relations (4). The matrices 72 and 7 are defined in
Egs. (A22). The derivation in Appendix A of the formula for
the form-factor function g(k) gives the precise meaning to
the dipole moment d of the atomic transition and the dipole
distribution function «(r) and its transform (k).

80 ="=k(K). (15)

Since for small values of k we have j,(kr) =kr/3, the func-
tion (k) has the same normalization as p(k)—it approaches
1, when k—0. In particular, for the P-S transitions in the
hydrogen atom we obtain
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er’ ( 3r )
k(r)=——F—=exp|l-—, (16a)
4rragd\6 P\™ 24,

dk? 1
s(k) = . 16b
&0 w3 (1 +4k2a%/9)? (16b)

215/2€a

d= 5 0 (16¢)

E. Conservation of angular momentum

The interaction Hamiltonian for the spin system is invari-
ant under all rotations since it is a scalar product of two
vectors. However, the full Hamiltonian is invariant only un-
der rotations around the z axis since the free fermion Hamil-
tonian (7) contains the z component of the vector o. The
physical origin of the symmetry breaking is the external
magnetic field B fixed along the z axis. It splits the energy
levels of the magnetic dipole and breaks the full rotational
invariance. In contrast, the Hamiltonian for the electric di-
pole is invariant under the full rotation group. This invari-
ance is possible because the Coulomb potential of the hydro-
genic atom is rotationally symmetric and we have included
all three components of the excited P state. These compo-
nents form a vector representation of the rotation group.

The invariance of the Hamiltonian implies the commuta-
tivity of the angular momentum operator M, with H leading
to the conservation of the M, in both cases. The angular
momentum operators for the spin system and for the electric
dipole are

)

1
M= Edﬁo-,»zp—i dk €cl(k)c,(k), (17)
0

[’

M= (k) (k) — i f dk €d! (K)d,(k), (18)

0

where the spin-one matrices s; with elements (s;) ,=—i€;; act
in the subspace of excited states. Conservation of angular
momentum during interaction becomes obvious when the an-
gular momentum operator and interaction Hamiltonian are
written in the angular momentum basis. We shall use the spin
system to illustrate these properties. Let us construct the
components of the magnetic dipole field ¢.(k) and ¢y(k)
from the annihilation and creation operators of photons with
the definite angular momentum M ,==+1, 0 introduced in Ap-
pendix A,

c_(k) = cl(k)

o, (k) = or (19a)
(k) - c,(k
¢®=5QE%3=M®, (19b)
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colk) + cg(k)

(19¢)
V2k

¢0(k) =

The operators M, and H; take now the form

o)

1 .
M =2lod+ f di{e’(k)e. (k) = (ke ()], (20)
0

Hi=y oy f dk g(k)_(k) + ' o f dk g(k) b, (k)
0 0

+ Yoy f dkg (k) o (k). (21)
0
where
+io, —io,
o, = &9 ’_10',, o= % /—lo-‘ (22)
\2 V2

The field ¢, (k) coupled to o_ annihilates the photon with
M,=-1 or creates the photon with M_=1. Thus it increases
the angular momentum by one unit. The field ¢_(k) coupled
to o, decreases the angular momentum by one unit. Each
term in the Hamiltonian (21) conserves angular momentum.
For example, when o, transfers the electron from the ground
state to the excited state increasing its angular momentum by
one (the first term), the angular momentum of the electro-
magnetic field decreases by one unit. Similar analysis can be
carried out for the electric dipole. Of course, for the literal
two-level atom there is no invariance under rotation because
only one angular momentum state of the photon interacts
with the atom. Hence only one component of the electronic
P state (and not all three) can be excited.

F. Time-reversal invariance

Both theories, describing the spin and the two-level atom,
are invariant under the time reversal. This invariance can be
proven directly but it also follows from the fact that our
models are obtained by the dimensional reduction from QED
which has this property. Time-reversal invariance is an im-
portant requirement to obtain a correct description of the
optical damping, as stressed in Ref. [10]. In what follows we
shall make use of this invariance. Under the time reversal the
signs of the frequency and angular momentum are reversed.
Therefore there is no need to calculate the photon propagator
for the negative values of M, for the spin system because
they can be obtained from those for the positive values by
reversing the sign of the frequency. When the results are the
same for positive and negative values of M, as is the case
for the atomic system, time-reversal invariance means that
the photon propagator is an even function of the frequency.
The conservation of angular momentum and time-reversal
invariance simplify the calculations since they reduce the
number of Feynman integrals that are to be evaluated.

III. PROPAGATORS AND THE S MATRIX

All transition amplitudes can be expressed in terms of
Feynman propagators—the expectation values in the ground
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state of the time-ordered products of field operators. Since
we shall be working within perturbation theory, the most
useful representation of the propagators is the one that is
based on the perturbative expansion of the S matrix. The
relevant formula for the S matrix is the following standard
expansion into the time-ordered products of the interaction
Hamiltonians [17]:

S= Texp(— i f dt H,(t))

EE‘”)de~fdanmm»~mmﬂ.@a

n=0 N !

The interaction Hamiltonian in this formula is taken in the
Dirac picture. We shall introduce all the necessary theoretical
tools starting with the spin system but later extending them
to atoms by making obvious modifications. We will find it
expedient, even though it is not necessary since there are no
infinities, to perform the mass renormalization. This
amounts, exactly like in QED, to adding the mass-correction
term Smyo i to the free Hamiltonian and subtracting the
same term from the interaction Hamiltonian. In our case, the
freedom of choosing dm can be viewed as a mechanism to
improve the convergence of perturbation theory. After the
mass renormalization, the free Hamiltonian and interaction
Hamiltonian in the Dirac picture become

o0

Hy= (mg+ dm)i o+ % f dk:[ 7 (k) + K> ¢*(k)]:,
0

(24)

H](t) - el'HO[Hle—iHOt

= ' (o) f dk g(k) p(k,1) = map' (D)o 91),

0
(25)

where (k) is the canonically conjugate momentum

(k) =— i\/g[c(k) —cf(k)]. (26)

The time dependence of the operators ¢(7), 4 (¢), and ¢p(k,?)
is determined by the renormalized fermionic Hamiltonian
(24) and it has the following form:

wee—iml>

= o, 27
(1) (WW (27)
() = (Ple™, ple™), (28)

where m=mg+ dm. The time dependence of the field ¢(k,?)
is
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~ c(k)e ™ +cT(k)e'
b(k,1) = ok . (29)

Note that due to our normalization, the electromagnetic field
operators ¢(k,t) and 7(k’ ,1)=p(k',1) satisfy the equal-time
canonical commutation relations

[i(k,0),m;(k",0)] = i5;0(k - k'). (30)

In order to describe the interacting system, we need the
propagators defined in terms of the field operators
W (), Wi(t), and ®(k,t) evaluated in the Heisenberg picture.
We shall use lower case and upper case letters to keep the
distinction between the Dirac (interaction) picture and the
Heisenberg picture operators. The Heisenberg picture opera-
tors obey the following equations of motion:

PHYSICAL REVIEW A 76, 062106 (2007)
(id,— moo )W (t) = f dk g(k)o - ®(k,0)W(r), (31a)
0

(0 + K2 ®(k,t) =— g(k) ¥ (1) P (7).

The canonical equal-time commutation relations of the
Heisenberg operators are the same as their free counterparts

{\Pa(l‘),\l”z(f)} = 5aﬁ’ (323)

(31b)

[D,(k,1),D;(k",)]=i8,;8(k k). (32b)

All remaining commutators or anticommutators vanish.

The perturbation expansion of the propagators can be ob-
tained from the following formula [4,18] by expanding the
time-ordered exponential function into a power series ac-
cording to Eq. (23):

(GITTW (1)) - W)W (1) -+ W) D(ky 1) -~ Pk 1])]|G)

<g|T{ R LA G R AT (SR AR ¢(k/7t}')eXp[—ifdt Hz(t)]}|g>

<g|Texp{—i f drH,(z)J|g>

We have omitted here all indices leaving only the depen-
dence on time and on the wave vector. The operators on the
left-hand side of this equation are in the Heisenberg picture
while those on the right-hand side are all in the Dirac picture.
In this formula |G) denotes the true ground state of the in-
teracting system and |g) denotes the ground state of the free
Hamiltonian H,. In the state |g) there are no photons and the
negative energy state of the electron is occupied. The advan-
tage of using this fundamental result, already mentioned in
the Introduction, is that the detailed knowledge of the ground
state |G) is not needed. The difference between the state
vectors |G) and |g) is just a phase factor and the denominator
in the formula (33) representing the contributions from all
disconnected vacuum diagrams takes care of that.

IV. FEYNMAN DIAGRAMS AND FEYNMAN RULES

In order to derive the Feynman rules that connect the
Feynman diagrams with the corresponding transition ampli-
tudes we start, as in QED, from the free field operators. The
time evolution of these operators is given by Egs. (27) and
(29).

The basic ingredients of the Feynman formulation of
QED are the free one-electron propagator Sy and one-photon
propagator Dg. In our model they are defined as follows:

Sraplt —1") == i(g| TP (") ]|g), (34)

(33)

Dpyj(kk' 1 =1") == i(g| Tl pi(k.0) (k" .1)][g),  (35)

where |g) is the ground state of the system without interac-
tion. We have introduced the photon propagator only for
those photons that are coupled to the electron.

A. Free electron propagators

The free electron propagator is easily evaluated with the
use of Egs. (27) taking into account that the only nonvanish-
ing matrix elements of the bilinear product of the creation
and annihilation operators are (g|#,¥/|g)=1 and
(gl ¢£¢g| g)=1. Therefore we obtain

iSpap(t—1") = 00— 1) {g| ol )Yt ) — 0" — 1)
X (glt ) (1))
= 0t = 1")Pogpe ) — 01" = )P e,
(36)

where P,=(1+0,)/2 and P,=(1-0,)/2 are the projection
matrices on the upper and lower energy states, respectively.
For the spin system and the two-level atom we have m,=m
and m,=-m. However, for the dipole atom these two param-
eters will be independent. The final result can be expressed
in matrix notation (omitting the indices @ and B) as the fol-
lowing Fourier integral:
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Se(t=1") = SF(p e o= (37)
where Sg(py) has the form
P, P,
Sr(po) = —+ (38a)
po—m,+i€ po—m,—ie
= (38b)
PO, —m+i€
1
= 38
- (m-ieo, (38¢)

The formula (38a) holds also for the atomic dipole when the
excited states form a subspace. In what follows we shall use
the same symbols I’, and P, to denote the projectors in all
three cases. It will be clear from the context, whether P,
projects on the one-dimensional subspace (spin and two-
level atom) or on the three-dimensional subspace (atomic
dipole). As compared with the Fourier transform of the elec-
tron propagator in the relativistic theory 1/(y-p—m+ie), the
two-level propagator (38) lacks the spatial part of the mo-
mentum vector and has the Pauli o, matrix instead of ;. The
presence of o in the numerator in Eq. (38a) reflects the fact

that we work with o' instead of ¢=try,. We shall use the
same symbols to denote the propagators and their Fourier
transforms. The arguments will always indicate which is the
case.

B. Free photon propagators

The free photon propagator is

Dk, t —1") =—i6(t - t,)<g|¢i(k»[)¢j(k’>t,)|g> —i0(t' - 1)
X(g|ep(k',1") p;(k.1)|g)

80k =k)

iw\l—t'|. 39
% (39)

We shall also need its Fourier representation

dk ; '
Dpjlk, k', =1") =f Z_;DFi_f(k,k',ko)e_lko(l_t ), (40)

where
5.0k —k
Dpl](k k' ko) _'% (413)
k“+ie
_@jﬁ(k—k')( 1 I )
T2k ko—k+ie ko+k—ie)
(41b)

All Feynman amplitudes can be constructed from the elec-
tron propagator (37), the photon propagator (41), the vertex,
and the mass insertion following the same general rules as in
QED. The starting point is the definition (33) of a general
propagator. In the nth order of perturbation theory the con-
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tribution to the propagator is expressed as an expectation
value of the time-ordered product of operators #, ¢, and ¢
integrated over n time variables. In our model, as in the
standard QED, all these expectation values can be evaluated
with the help of the Wick theorem (cf., for example, [18,19]).
The only difference in applying this theorem is, in contrast to
QED, that we have not interchanged the creation and anni-
hilation operators for the negative energy state. Calling the
electron in the ground state an antiparticle would stretch the
analogy with QED too far. Therefore in our case the normal
ordering means that all operators z,/fT and ¢, stand to the left
of all operators ¢ and ,.

C. Feynman rules

The scattering amplitudes in QED are commonly evalu-
ated in momentum representation. In our case, the transfor-
mation to momentum representation means the transforma-
tion from the time domain to the frequency domain. The
Feynman rules in the frequency domain are obtained by sub-
stituting everywhere the free electron propagators and pho-
ton propagators in the form of the Fourier integrals (37) and
(41). Next, in the nth order of perturbation theory we per-
form n time integrations. Finally, we take the inverse Fourier
transforms with respect to all remaining time arguments of
the propagator (33). These operations lead to the following
Feynman rules.

(1) Each electron line corresponds to the Fourier trans-
form of the electron propagator and is represented by
iSp(po).

(2) Each photon line corresponds to the Fourier transform
of the photon propagator and is represented by
iDpi(k, k" ko).

(3) Each vertex is depicted by two electron lines and the
photon line meeting at one point. It is represented by
—iVi(k)=—ig(k)o,. The energy conservation at each vertex
results in the appearance of 278(po—qo—kg)-

(4) Each mass insertion is depicted by a cross where two
electron lines meet. It is represented by idmo,. The energy
conservation at each mass insertion results in the appearance
of 278(p—qo)-

(5) All 2 X2 matrices corresponding to electron propaga-
tors are multiplied in the order indicated by the arrows on the
diagram.

(6) Each closed electronic loop brings in a minus sign and
a trace over the matrix indices.

(7) There is a summation over all repeated vector indices
and an integration over all repeated values of the length of
the wave vector.

(8) There is one integration over the energy variable for
each closed loop, accompanied by the division by 2.

These rules are summarized in Fig. 3. Calculations of the
lowest order radiative corrections to the electron and photon
propagators based on these rules are presented in Secs. VI
and VIL

In the case of the two-level atom the only changes in the
Feynman rules as compared to the case of the spin system is
that the elementary vertex is represented just by —ig(k)o,
and the photon propagator has no indices. In the case of the
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" iSr(po)ap
k /

A iDr (k. K o)
Po

« k ko '

% f —1 ‘/7 (k)aﬁ

8

B m e,

FIG. 3. Feynman rules. For clarity, we have written explicitly all
indices.

atom with an electric dipole the free photon propagator re-
tains its form (41). The free electron propagator must be
taken in the general form (38a)

P P

Sr(po) = 3 —+ £ ; (42)
po—m,+i€ py—m,—i€

and at each vertex the matrices o must be replaced by the
matrices 7.

V. RADIATIVE CORRECTIONS

Owing to the absence of the space components of mo-
mentum vectors, the calculation of radiative corrections is
much simpler here than in the full-fledged QED. There is no
need to combine denominators ¢ la Feynman and Schwinger.
All integrations with respect to the loop variables py, k, etc.
can be evaluated analytically by the residue method in any
order of perturbation theory. At the end we will be left only
with the integrals over the wave vectors of photons weighted
with g?(k). Of course, those integrals cannot be evaluated if
the function g(k) is not specified.

In order to explain how the calculations are done, let us
consider an integral represented by an arbitrary Feynman
diagram. The integrand is a product of electron and photon
propagators. To perform all the integrations with respect to
the loop variables, one may choose the electron propagator
in the form (38a) and use the photon propagator in the form
(41b). The numerator of the integrand corresponding to each
Feynman diagram is a polynomial in the integration vari-
ables. The denominator is a product of first-order polynomi-
als in the integration variables, each factor leading to a
simple pole. All integrations can easily be done by the stan-
dard residue method. Note that after each successive integra-
tion the integrand retains its rational form. Therefore it will
continue to be amenable to the same treatment as during the
first integration. Alternatively, we may choose the interaction
Hamiltonian in the angular momentum basis (21). The fol-
lowing algebraic properties of the matrices o, are then very
useful:

o7 =0=07,

" -, 0,0.=2P, o0.0,=2P,, (43a)

> oMo,=cMo +0 Mo, + oMo, (43Db)
n
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(a)

L

1) AAAL AN+ MAOVW

FIG. 4. Graphical representation of the relationship between the
propagators and the corresponding self-energy parts. The double
lines represent full propagators and the gray box and circle repre-
sent the self-energy parts.

> o,P,0,=P,+2P, X 0,P,0,=P,+2P,,

(43c)

where M is an arbitrary matrix. With their help, and using the
anticommutativity of o, with o,, we can reduce every Feyn-
man integral to a very simple form.

In the case of a two-level atom the calculations are sim-
pler than in the case of the spin system. Due to the appear-
ance of only the o, matrix in all vertices, the matrix algebra
is almost trivial. In each integrand we can bring up front all
o, matrices using the relations o,0,=-0,0, and o =1.
Therefore each time we interchange the order of o, and o, in
the electron propagator the sign of o, must be reversed.
Since there will be an even number of vertices in all the
diagrams under consideration, the matrices o, will disappear
completely and we will be left with a diagonal matrix that
contains only the matrices o,. The trace of such an expres-
sion is the sum of the terms corresponding to the eigenvalues
+1 of o,.

In the case of the electric dipole, the following algebraic
properties of the 7 matrices:

P,=P,n, 7P, =P, > 7,7, =P, +3P,, (44)

used in conjunction with the general form (38a) of the free
electron propagator greatly reduce the number of integrals
that are to be evaluated.

We shall show how these rules work in practice by calcu-
lating radiative corrections to the electron and photon propa-
gators. The procedure employed very often in QED relates
the full electron and photon propagators to the self-energy
parts. This procedure enables one to go beyond the simplest
version of perturbation theory and sum up an infinite (geo-
metric) series. The self-energy is the sum of contributions
from strongly connected diagrams, i.e., the diagrams that
cannot be disconnected by cutting only one line. The rela-
tions between the full propagators and the self-energy parts
are shown schematically in Fig. 4.

VI. ELECTRON PROPAGATOR

In the case of the electron propagator Gx(p,) the relation
between the propagator and the self-energy part 2 (p,), illus-
trated in Fig. 4(a), reads

Gr(po) =Sr(po) + Sr(Po)2(Po) Gr(po) .- (45)

All three objects that appear in this equation are 2 X 2 matri-
ces. The iterative solution of Eq. (45) that shows explicitly
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(a) (b) (c)

o

(d) (e)

O T

FIG. 5. Feynman diagrams representing the lowest-order radia-
tive corrections to the electron propagator, photon propagator, and
the vertex part.

the relation between the propagator and the self-energy part
is

Gr(po) = Se(po) + Sk(pe)2(po)Sk(po)
+Sp(po)2(Po)SHPo) 2 (Po)SE(po) + -+ . (46)

This formal geometric series can be summed up to the fol-
lowing compact form:

1
GFQ%):SEQ;5:Si;;’ (47)

where the inverse is to be understood as the inverse of a
matrix. The series (46) without resummation is meaningless
because it is divergent when po=m.

The radiative corrections to the electron propagator in the
second order of perturbation theory are represented by the
three Feynman diagrams (a)—(c) shown in Fig. 5. The self-
energy parts in this order for the spin system 32 (p), for the

two-level atom 3@ (p,), and for the dipole atom 3@ (p,),
constructed according to the rules stated in the previous sec-
tion, have the form

SC(py) = 320(py) + X2(py) + T(py)
f ‘;kOEf dkEf dk'Vi(k

XSp(po+ ko) Vi(k")Dpij(k,k' ko)

f dp"Ef dkEf dk’ Tr{V,(k)

XSF(p())}Vj(k )DFij(k’k,sO) - dmo, (48a)

2(2)@0) = EA(M(PO) + EA,(ZO(I’O) = iJ %f dkf AV
27 J 0

XSF(p0+ko)V(k’)DF(k,k,,ko) - 5”;10}, (48b)
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=3%(pg) + 2(py)
dk,
f Ef dkEf dk' V(k)

XSp(po+ko)Vi(k")D ik, k' ko) — Sin.
(48¢)

2“(2)(17

The tadpole diagram [Fig. 5(b)] does not contribute in the
case of the two-level atom and the dipole atom because
Tr{o Sp(pe)}=0 and Tr{7,Sy(py)}=0. The analytic expres-
sions for the self-energy parts obtained by the application of
the Feynman rules are

3P(pg) =i, f dk g*(k) J ko
n J0 —% 2m

1 1

o
(m—i€)o, "kj—k>+ie

Un
Pot+ko—
o0 o0 d
—IEJ dkgz(k)f o
n 0 —© 2

1 1
XTr - oémo,,
{U"po—(m—ie)az}an—k2+ie T

(49a)
A - “ dk, 1
30 =f ak gk | o,
(po) =i 0 g . 271'0-p0+k0—(m—ie)a'Z
1 .
X O'x—k(z) Caie omo-, (49b)
dk P,
30 (py) = zE f dk §(k) f - ( :
27 "\po+ky—m,+i€
P
+ £ T 55— — o, (49¢)
potky—mg—i€/ "ky—k“+ie

where dm is the mass renormalization matrix with the eigen-
values om, and m,. With the use of the relations (43) and
(44) we can replace all matrices by the projectors

1
2 =g,
2P, + P 2P, + P
= —— ——.,  (50a)
pot+ko+m—ie po+kg—m+ie
no,—/ ..
po—(m—ie€)o,
0 (n=x,y)
, 50b
2m(p(2) —4m?* +ie)™! (n=z2) (50b)
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1
o-x .
po+ko—(m—ie)o,
P, P,
= —+ —,  (50c)
pot+kot+tm—ie po+kyg—m+ie
pIEA 7
B p0+k0—me+ze potko—mg—ie
P, 3P,
= ; ; (50d)
po+ko—mg—i€ po+ko—m,+i€

and then we can easily perform the integrations over kq (m,
will be equal either to m, or m,)

f dkg 1 1
i %o
e 27Tp0+k0—m>\1iek§—k2+ie

1
h 2k(poik—m>\ + if)’
“d 2m
if ﬂz—z. =1. (51)
_ 2T py—4m” +ie
Finally, we obtain
g*(k)

3P(pg) = (2P, + P,) f +(2P,+P,)

2kpo+k+m—ie

“ dk *(k

x| SO o,
0 2kpy—k—-m+ie

(52)

where

“ dk
mt:f ng(k). (53)
0

Note that the contribution proportional to m,, corresponding
to the tadpole diagram, has the same form as the contribution
from the mass correction.

For the two-level atom, we obtain

o )
3O(pg) =P, f %L). (54)

o 2kpo+k+m—ie

Pr@ (k)
8)o 2kpo—k-m+ie

— (P, = P,) . (55)

The electron self-energy part for the dipole atom is
slightly more complicated,

“dk gk

@ =JPf —— 56
27 po) =T, o 2kpotk—m,—ie (56)
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” dk % (k
+3ng dk__ 80 _p sm,
o 2kpo—k—m,+ie

- P,om,. (57)

The mass corrections dm, om, and dm will be chosen so
that the propagator G(p,) with radiative corrections has a
pole at the renormalized mass. These pole conditions imply

that 2@ (ma,)=0 and 3@ (mo,)=0 and they give

dk 3k+2m
Sm = 2(k 58
i JO 228 () (58a)
* dk
S = —AZ 58b
2] fo ()k+2 (58b)

For the dipole atom the mass corrections are different for the
ground state and for the excited state—the energy of the
excited state is raised and the energy of the ground state, as
is always the case, is pushed down

Zdk §(k
5, = f dk gk (592)
o 2kk+Am
S 3 f T dk £ (59b)
m, =— - ,
& o 2kk+Am

where Am=m,—m,. All these mass corrections give
frequency-independent shifts in the level separation. The
electron propagators do not have a direct physical interpre-
tation but they serve as important ingredients in the calcula-
tion of the photon propagators. In particular, we will need the
mass corrections to complete the calculation of the spin sus-
ceptibility and the atomic polarizability in the fourth order of
perturbation theory.

VII. PHOTON PROPAGATOR

The photon propagator plays a distinguished role in our
formulation, much more so than the electron propagator,
since it enables one to calculate several important physical
characteristics of two-level systems. The propagation of pho-
tons is, of course, modified by the presence of a two-level
system. The scattering of photons off a two-level system is
the counterpart of an important phenomenon in QED—the
vacuum polarization.

The relation of the full photon propagator to the self-
energy part Il;(k,k’ ko) is illustrated in Fig. 4(b). It is
slightly more comphcated than in the case of the electron
propagator because, in addition to a multiplication of matri-
ces in the space of the vector components, we must perform

an integration over the wave vector k. The counterpart of Eq.
(45) is
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Gryjlk.k' ko) = Dpyj(k.k' ko) + 2 J 2 f -
1 Jo n 70

X DFil(k’kl ’kO)Hln(kl’kZBkO)anj(kZ’k, 7k0) .
(60)

Taking into account the fact that Dp;(k,k", k) is propor-
tional to the Kronecker &;; and the Dirac 8(k—k'), we can
rewrite this equation in the form

5(k k') g(k)

(kK k
Gril 0= -k +ie k%—k2+ie
x> f dk" g(k")Pi(ko)G (k" k' ko),
1 Jo
(61)
where we took advantage of the factorization of
H”(k, k' 9k0)9
L0 (k, k" ko) = g(k)P;(ko) g (k). (62)
The iteration of Eq. (61) leads to the following expansion:
5(k k") g(k) g(k’)
k,k' ko) = +  EEe—
ngj( 0) k2+lE kz—k2+ U( 0) k,z
g( ) f 2( k")
k k”
ll( O) k,,z +ie
g(k ’)
X P,,(ko) TN + (63)

This geometric series can be summed up and the final for-
mula is

k/
g](g) Tk 1(<’2)

(64)

ng,(k k' ko) = DFlj(k k' ko) +

The transition matrix 7(k,) has the following representation
in terms of the self-energy part:

Plky) 1

T = pntke) ~ Pl 4 ik’ O
where
2
(ko) = f = iz(f)i (66)

Both T(ky) and P(ky) in Eq. (65) are to be treated as 3 X3
matrices and the matrix to the power of —1 is meant as the
inverse matrix.

The function h(k,) will play an important role in our cal-
culations because in the lowest order of perturbation theory
its real part determines the shift in the position of the reso-
nance and the imaginary part determines the width of the
resonance,

dk g*(k)
K-k’

Re h(ky) = P J (67)
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(a) (b)

O

(© (d) (e
® (2) (h

FIG. 6. Photon self-energy diagrams in the second and fourth
order of perturbation theory.

7782(|ko|)

0

(68)

It follows from the assumptions that determine the validity of
our model that the real part of h(kg) is practically constant
and can be replaced by its value at 0 and the imaginary part
varies as kg. For example, when p(r) and g(k) are given by
Egs. (10), we obtain

W1 +98 -9¢ - & +16i8)

hiko) = 12aa(1 + &)*

; (69)

where £=kya,/2. The value of the dimensionless parameter &
is very small in the range of wave vectors that cause the
transitions between the two energy levels of our qubit. Thus
we can take only the leading terms and neglect higher pow-
ers of ¢ as compared to 1, to obtain

21,3

k
BB (70)
127ay 6

h(ky) =

The formulas (64) and (65) are also valid for the two-level
atom and the dipole atom. In both cases h(k;) is defined by
Eq. (66) where g(k) should be replaced either by g(k) or by
g(k). Of course, in the first case there are no vector indices—

f‘(ko) and 75(k0) are not matrices but ordinary functions. In
the second case, as is seen in Eq. (78) below, owing to the

full rotational invariance, the matrix P(k,) is proportional to
S

g

A. Second order of perturbation theory

In the second order, the radiative correction to the photon
propagator is represented by the diagram (a) in Fig. 6. The
photon self-energy part, constructed according to the rules
given in Fig. 3 has the form
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“d
szb)(ko)=—if ﬁTr{UaSF(pO"'kO)O—bSF(pO)}- (71)

—00

The indices (a,b) may take the values x,y, and z in the
Cartesian basis or the values +,—, and 0 in the angular mo-
mentum basis. The matrices o are to be replaced by o, for
the two-level atom and by the matrices 7 in the case of the
atomic dipole.

For the spin system it is convenient to choose the interac-
tion Hamiltonian in the angular momentum basis (21) be-
cause in this basis the photon self-energy part is diagonal.
The components of the self-energy in the angular momentum
basis are P,(ky) and Py(ky). They correspond to the follow-
ing choices of the matrices o in Eq. (71):

P.ky): o,=0_, op=0,, (72a)
P_ky): o,=0,, op=0_, (72b)
Polko): o,=0,, o0,=0,. (72¢)

Making use of the properties (43) of the ¢ matrices, we end
up with the following integrals:

“d 1 1
Piz)(ko)=2 f pO. _ . .
- w 2T py+ky +mxiepgtm + i€

2
== — s (733)
2m F ko

PP (ko) =0. (73b)

The component Pf)z)(ko) vanishes because in the correspond-
ing integrals both residues lie in the same half-plane. The
relation 73(_2)(k0)=7352)(—k0) is a direct confirmation of the
time-reversal invariance. The angular momentum compo-
nents of the transition matrix T(k;) obtained by substituting
these self-energy parts into Eq. (65) are

2
2) e ————
Ti (ko) = 2m F ko —2h(ky) ’
72(ky) = 0. (74)

For the two-level atom we must take a=x and b=x in Eq.
(71). After evaluating the trace, the integral reduces to the
sum of two simple integrals

A “d
7)(2)(k0)=_if 4pPo

o 2T

1 1
X Tr\ o, - o, .
{ Po+ko—(m—ie)o, po—(m—ze)oz}

- !
B w 2T py+kog+m—iepg—m+ie

4 | |
+J “Po (75)

 2Tipy+kog—m+iepy+m—ie

The result of the integrations is
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4dm

75(2) k =— >
(ko) 4m? — ké

(76)

and it leads to the following formula for 7(ko) in the lowest
order of perturbation theory:

4m

(ko) = - —
4m? — kg — dmh (ko)

(77)

For the dipole atom the contribution represented by the
diagram (a) in Fig. 6 leads to the following expression for
the self-energy part:

9 “d 1 1
7752)(/(0) = 5ijf LO. . .
J o 2 po+ kg —m, +i€py—m,— i€
“d 1 1
+ @,J ﬂ : :
— 2Tipotkog—mg—i€pyg—m,+i€
2Am
== 822 P2 (78)
This leads to the transition matrix of the form
. 2Am
7)== 8, (79)

Am? — K2 - 2Ami(ky)

B. Fourth order of perturbation theory

The calculation of the photon self-energy part up to the
fourth-order of perturbation theory requires the evaluation of
all the contributions to the photon self-energy represented by
the Feynman diagrams (b)—(h) shown in Fig. 6. These calcu-
lations are presented in Appendix B. Upon substituting the
results of this calculation into Eq. (65), we obtain the for-
mula for the transition matrix. However, there is an addi-
tional problem now that has not been present in the calcula-
tion of the self-energy part in the lowest order. In the
formulas for the self-energy parts (B8a) of the spin system
we encounter double poles 1/(2m—ky)?> and 1/(2m+k)>.
Such terms indicate a breakdown of the simple perturbation
theory since for ky=2m fourth-order terms dominate over
second-order terms. The remedy comes from the realization
that these double poles simply indicate an additional shift in
the position of the resonance. Indeed, expanding 1/(2m—kg
—6) into powers of & we encounter higher-order poles. We
encountered the same problem in the expansion of the elec-
tron and photon propagators into the perturbation series but
the difference is that then we were able to sum up the whole
geometric series. Here, we can do it only order by order. In
the present case, we can eliminate the double pole in the
formulas (B8) by the following substitution:

1 5 1
+ — ,
2m—ky (m—-ky)? 2m—ky—35

(80)

that reproduces correctly the lowest order correction in o.
Higher powers of & contribute to higher orders of perturba-
tion theory. Applying this procedure to the expressions for
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the self-energy parts (B8) we obtain the following formulas
that do not suffer from the double-pole problem:

2(1-b)
P£,2+4)k =, 81
T (81a)
* dk g*(k) 1
0 (ko) o (ko) 0 kk+2m(k+2m)2—k(2)—ie
(81b)
Therefore the transition matrix in this order is
2(1-b)
T2 (ko) = - 82
s k)= ko= 8- 2(1 = b)h(ko)’ (822)
15 (ko) = PG (ko). (82b)

The last equation follows from the fact that, as seen from Eq.
(73b), P, does not contain terms of the second order.

The results for the two-level atom in the fourth order are
even simpler since there is only one component of the self-
energy part and there are no double poles. Substituting the
self-energy part (B13) into the formula (65), we obtain

4m(1 - b)

f—‘(2+4)(k0) - — )
4m® — Ik = 4m(1 = b)h(k)

(83)

The transition matrix for the dipole atom in the fourth-
order, obtained from the self-energy part (B16), has the same
general form as that for the two-level atom,

5 2Am(1 - b
Tgﬂ)(ko) ==& m ) ———. (84)
Am? = k% = 2Am(1 - b)h(k)

VIII. PHOTON SCATTERING AMPLITUDE

The photon scattering amplitude f;(w) can be obtained
[18,19] from the photon propagator (64) by stripping off the
free propagators at both ends and putting the whole expres-
sion on the energy shell ky=w, k=w, k' =w. Therefore the
scattering amplitude is related to the transition matrix by the
formula

fij(w) =gz(w)Tij(w)- (85)

The argument w of the scattering amplitude can only take
positive values because the photon energy is positive.

In the second order of perturbation theory, the self-energy
part for the spin system is given by Eq. (73). Therefore ac-
cording to Eq. (85), the photon scattering amplitude for a
spin system is

2) _ 232(w)
ﬁ" (@)= 2m—-Aw) F w-il'(w)’ (862)
[P () =0, (86b)

where the energy-dependent shift and width in this order
according to Eqgs. (67) are
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% 2
Alw) =P f ‘”;f—g(’j), (87)
0 -
2
()= ’T‘g"a;“’). (88)

Owing to the angular momentum conservation, the photons
with M,=0 do not scatter in the lowest order because such
photons cannot cause a direct transition from the lower to the
upper state. They may cause such a transition provided it is
accompanied by a simultaneous emission of a photon with
M_,=-1 but this is a higher order process. Indeed, in the
fourth order the scattering amplitude for M,=0, as seen from
Eq. (82b), does not vanish. In comparison with the standard
Breit-Wigner resonance formula, our I'(w) is equal to half-
width. As a result of the angular momentum conservation,
the amplitude with M =1 is resonant but the one with M,
X =-1 is not. These two amplitudes correspond to two pos-
sible time orderings illustrated in Fig. 2.

The amplitude for the scattering of a photon off a two-
level atom in the second order is obtained from Eq. (76) for
the transition matrix

) =— mgw) )
4m? — 0? — dmA (o) - 4mil (o)
where
© a2
A(w)=P fo ‘i’; g ((fz), (90)
73w
[(w) = §|(f)|) o1

The standard resonance behavior can be seen after rewriting

f(w) in a different form. Disregarding the square of A(w)

+il'(w) and its product with > since they are both of the
fourth-order, we can approximately decompose the scattering
amplitude (89) into the following sum of simple fractions:

f(2)(w) __ gZ(w)
. 2m—A(w) - w-il(w)

P
2m—A(w) + 0 —-il(w)

(92)

The first term is clearly resonant and the second is not. This
expression agrees with the equal sign prescription—the

width I'(w) enters with the same sign in both terms. Thus the
equal sign prescription, advocated in Ref. [12], is appropriate
for the photon scattering amplitude but not for the polariz-
ability, as will be explained later. The scattering amplitude
off a dipole atom has the same general form as for the two-
level atom, so that our analysis applies also to this case.

IX. LINEAR RESPONSE THEORY

We shall use the quantum linear response theory (cf., for
example, [5]) to relate the Feynman propagators to the im-
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portant physical characteristics of two-level systems: the spin
susceptibility and the atomic polarizability. Linear response
theory describes the reaction of a quantum system to a weak
external perturbation. In the linear response theory, changes
in an expectation values of observables are expressed in
terms of retarded propagators. In our opinion most of the
controversies in the treatment of damping resulted from the
lack of a clear distinction between the scattering of photons
(described by the S matrix and the Feynman propagators)
and the time evolution of the expectation values (described
by the solutions of the Heisenberg equations of motion and
the retarded propagators). For the spin system, the observ-
ables are the spin (or the magnetic moment) components
WtgW. For the two-level atom, the observable is the atomic
induced dipole represented (up to a constant factor) by the
operator W'a,W. The spin susceptibility determines the re-
sponse of the magnetic moment to the applied magnetic field
and the polarizability determines the response of the atom to
the applied electromagnetic field. These external perturba-
tions are represented by the terms WioW-d¢(r) or
Wio W p(t) added to the Hamiltonian. The change in the
average spin value produced by such a perturbation is [5]

[

XGs(0)|G) =i f dt' 0t - ' )(GI[S (0. 5,()|G) Sy (1)

(93)

The spin operators in this formula are in the Heisenberg pic-
ture S(£)=W'(t)oW(1). Since the ground state |G) is station-
ary with some energy E;, we can write

(GILS/0),5,()]IG) = (GlSi(0)e 1s,(0)|G)

—(GIS,(0)e"*£61=5,(0)|G).
(94)

Thus the integral in Eq. (93) is a convolution and we can
transform this equation to a simple algebraic relation be-
tween the Fourier transforms

&GIS(0)|G) = x;j(0) 6;(w). (95)

The spin susceptibility y;i(w) describes the response of the
spin to a monochromatic external magnetic field and is de-
fined by the Kubo formula [20]

0
Xijf(@) =i f dre™ " (G|[S,(0),8;(0]|G),  (96)

where the damping factor e guarantees that the applied field
has been switched on adiabatically.

The corresponding formula for the polarizability of a two-
level atom reads

o0

XGIS.(1|G)=—1i f dt' 0t — 1" )(G|[S,(1),S(t)]|G)Se(t'),

—00

(97)
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0
o) = iA J dt e GIS(0),5.01G). (©98)

—00

For a single two-level atom, the constant factor A is usually
(cf., for example, [13,14]) given the value A=d*/3%, where d
measures the strength of the dipole transition. We have re-
versed the sign in the definition of a(w), as compared to the
definition of the spin susceptibility (96), to be in agreement
with the standard Kramers-Heisenberg-Dirac expression for
the polarizability.

The expectation value of the retarded commutator of the
spin operators appearing in Eq. (93) is directly related to the
retarded photon propagator Gg;,

Griflk,k' st =1") == i6(t = 1")(G|[D(1), D,()]|G). (99)

Indeed, with the use of the Heisenberg equations of motion
(31b) for the field @ and the canonical commutation rela-
tions (32b), we obtain

(7 + ) (3,2 + k') Gijk,K 1 =)
=—(d; + k)81 = 1) 8,80k — k') — ig(k)g (k") 6t — ')
X(G|[S(1),8(t")]|G). (100)

After the Fourier transformation with respect to t—t’, this
relation becomes

(k% - kz)(k% - krz)gRij(k’k,’w)
= (k3 — k) 8,8k — k') + g(k)g(k") x;1(w).  (101)

Analogous relations hold for the two-level atom. Thus the
susceptibility and the polarizability are simply proportional
to the retarded photon propagator.

A. Spectral representation

One the advantages of using the methods of relativistic
field theory is that the analytic properties of propagators be-
came explicit. The retarded photon propagator cannot be cal-
culated by a direct application of the Feynman-Dyson per-
turbation theory. However, once we determine the photon
Feynman propagator, the retarded propagator can be unam-
biguously reconstructed. In order to prove this assertion, we
shall follow the same procedure that in a relativistic quantum
field theory leads to the Kaillen-Lehmann representation.
Starting from the general definition of the photon Feynman
propagator we arrive at the following formula (cf., for ex-
ample, [5]):

Grif(k, k't = 1') == i6(t = t' X G|®,(k, ) ;(k',1)|G)
—i6(t" = {(G|®,(k' ") ®;(k,1)|G)

=—ib(t—1") f dM e ™MA (M k')
0

—i0(t' —1) f dM MDA (MK k),
0

(102)

where the spectral matrix A;;(M,k,k") is defined as follows:
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Af(M.kk') = A (MLK' )
=2 8(M — E,, + Eg)(G|®(k,0)[n)(n|®,(k",0)|G)

(103)

{|n)} is any complete set of stationary states of the system
and Ej is the energy of the ground state. Therefore the Fou-
rier transform Gp,;;(k,k", ko) of the propagator can be written
in the form of a spectral representation,
Ay(M.kK') AZ(M,k,k’))
ko—M+ie ky+M—ie)’
(104)

gFij(k»k/’kO)=f dM(
0

Repeating the same procedure for the retarded propagator
defined in Eq. (99), we obtain its spectral representation

Ay(M. k) A;'}(M,k,k'))
k() -M+ i&' ’

gRij(kJ(,’kO) = f dM(
0

k0+M+ i€
(105)

The spectral matrices are the same and the only difference is
the change of the sign of the € term in the second part. Since
M =0, this is equivalent to the replacement of i€ in the de-
nominators of the Feynman propagator by i sgn(ky)e. This
“epsilon rule” in the simplest case of a one-component
propagator reduces to the standard rule of quantum linear
response theory [5]:

Re gR(k,k,,ko) = Re gp(k,k,,ko), (1063)

Im Gk, ko) = sgn(ko)Im Gp(k,k" ko). (106b)

These simple relations do not hold in general because the
imaginary unit may appear not only together with € but also
in other places. In particular, they do not hold for the spin
system in the Cartesian basis. However, in the angular mo-
mentum basis the photon propagator is diagonal. Therefore
we can treat each component separately and use the relations
(106) to obtain the components of susceptibility from the
Feynman propagator (or more precisely from the scattering
matrix)

Re x,(w)=Re T (w), (107a)

Im y,(w) = sgn(w)Im T,(w), (107b)

where the subscript a takes on the values + and 0. Here,
unlike in the formula (85) for the scattering amplitude, in
Egs. (107) the frequency o takes on positive and negative
values because the real function ¢(z) describing an external
perturbation must contain both positive and negative fre-
quencies. This important difference must be kept in mind
when discussing the relations between the scattering and the
linear response.

The relations between the Feynman propagator and the
retarded propagator in the simple form (106) hold for the
two-level atom and for the dipole atom. In the first cases
there is just one scalar function from the very beginning. In
the second case, due to the conservation of the three compo-
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nents of angular momentum, the propagator is proportional
to &;; so that it effectively reduces to just one function.

We shall confirm the validity of the spectral representa-
tions of the photon propagator by direct calculations in per-
turbation theory.

Since our theory is invariant under time reversal, the re-
tarded propagator will automatically satisfy the general
crossing relation

Grif(kk' = ko) = Gk, k' ko). (108)
This relation for a two-level atom implies that the atomic
polarizability satisfied the condition o (w)=a(-w). The sig-
nificance of this condition has been emphasized in Ref. [7].

B. Spin susceptibility

The components of the photon transition matrix 7T(k)
evaluated in Sec. VII gives the following formula for the
spin susceptibility in the lowest order of perturbation theory:

(2) —— 2
A 2[A(w) £ i sgn(w)T(w)]”
(109a)
X(()Z)(w) =0. (109b)

From the transition matrix (82) we can obtain the spin sus-
ceptibility in the fourth order

C+4) 1) = — 2(1-b)
X 2mF w—6-2(1-b)[Alw) +i sen(@)[(w)]’
(110a)
X7 (@) = PF ) (w). (110b)

There is only one term for each transition but the opposite
sign prescription is still visible. The sign of the imaginary
part in the denominator depends on the sign of w.

C. Atomic polarizability

In this section we shall use the Hamiltonian (11) for the
two-level atom to calculate the photon propagator up to the
fourth order of perturbation theory and use it to find the
polarizability. All Feynman diagrams corresponding to the
radiative corrections that will be taken into account in our
calculation are shown in Fig. 6. The frequency-dependent
atomic polarizability a(w) can be obtained from the func-
tions T(ky) and T(k,) by changing their imaginary parts ac-
cording to the prescription (107).

The second-order self-energy part for the two-level atom
is given in Eq. (76). Substituting this expression into the
formula (65) and changing the sign of the imaginary part,
like in Eq. (107), we obtain the following expression for the
atomic polarizability (98):
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4mA
4 — o — 4m[A(w) + i sen(0)F(w)]
(111)

a?(w) =

In order to see that this expression obeys the opposite sign
prescription we could write it in the form of a spectral rep-
resentation. However, following the treatment of the photon
scattering amplitude, we shall convert this expression into
simple fractions neglecting again higher-order terms,

A
2m—Aw) - w—i sgn(w)f‘(w)
A

+ = —. (112)
2m - A(w) + 0 —i sgn(w)]'(w)

a(z)(w) =~

Depending on the sign of w, either the first or the second
term is resonant. Therefore if we only care about the impor-
tant resonant terms, we can write this formula as

A A
a(w) = +

2m-Aw) - w-il(0) 2m-A(w)+o+il (o) '
(113)

In other words, this expression is a good approximation to
the exact formula (111) near both resonances, when w
~ +2m. Thus our expressions for the atomic polarizability
derived from the quantum linear response theory agree with
the opposite sign prescription, as advocated in Refs.
[9,13,14].

To extend this result to the fourth order of perturbation
theory, we use the formula (83) for the photon propagator.
The resulting expression differs from the formula (111) for
the polarizability in the second order only by the presence of

the factors (1 —5),

4m(1 - b)A
4m? = * = 4m(1 = D)[A(w) + i sen(@) ()]
(114)

a(2+4) ( (1)) —

Our result is quite different from the formula derived in Ref.
[7]. It seems to us that this difference is due to the difficulties
in systematically accounting in the standard treatment for all
higher order corrections. In particular, Loudon and Barnett
have not included all corrections to the ground state up to the
fourth order and they have disregarded all level shifts. In our
formulation, the method of Feynman diagrams guarantees an
unambiguous derivation of all corrections in any order of
perturbation theory.

Finally, we would like to emphasize that all those equal or
opposite sign prescriptions that are widely used in the semi-
phenomenological treatment, have some practical limita-
tions. They can be directly applied only to the spectral rep-
resentations (104) or (105). In general, as seen, for example,
in Eq. (114), the expressions obtained directly in perturbation
theory cannot be easily decomposed into two parts because
they are not given in the form of a spectral representation. Of
course, we can always find this representation, but the for-
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mulas are quite complicated and they hide the resonant char-
acter of the process. Still, having closed expressions we can
always identify the analytic properties of a(w) that corre-
spond to these prescriptions. Namely, we can locate the po-
sitions of the poles of a(w) in the complex w plane to dis-
cover that the pole near 2m lies in the upper half-plane while
the pole near —2m lies in the lower half-plane. This property
extends the opposite sign prescription to the general case.

X. CONCLUSIONS

We have shown that the methods of relativistic quantum
field theory applied to a two-level (and also to a many-level)
system interacting with the quantized electromagnetic field
lead to significant simplifications in the evaluation of various
physical properties of the system. Owing to these simplifica-
tions we can easily go beyond the lowest orders of perturba-
tion theory. The difference in complexity of the calculations
performed with the use of the traditional approach and the
new methods is enormous. For example, the interaction
Hamiltonian for the spin system has six terms, so there are
6*=1296 terms in the fourth order of the standard perturba-
tion theory while in our approach we have only several
Feynman diagrams to consider. It is true that for a particular
process many terms will not contribute but still a lot of terms
must be taken into account. In addition to the simplifications
in the calculations, we also gain physical insights that stem
from the connections that exist in quantum field theory be-
tween different characteristics of the system. In particular,
the connection between the photon scattering amplitude and
the linear response functions of the two-level system to an
applied electromagnetic field is very useful. This connection
is crucial to the understanding of the hotly debated relation
between the equal sign prescription and the opposite sign
prescription in the description of damping.
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APPENDIX A: MULTIPOLE EXPANSION

1. MULTIPOLE EXPANSION OF THE
ELECTROMAGNETIC FIELD

The decomposition of the electric and magnetic field op-
erators into the eigenfunctions of the angular momentum can
be written in the form [21,22]

EW) =2 | ddENRNK) +EN N K],
JMN\ Y0
(A1)
Br)=> | dkBN,r)chk) + BN (K)],
JMN Y0
(A2)

where J>0 and \ takes on two values (e,m) that distinguish
between the electric and magnetic multipoles. The operators
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N k) and C;I(‘;\k(k) annihilate and create photons with the
energy hw=nhck, the square of the total angular momentum
#i2J(J+1), the projection of the total angular momentum on
the z axis M, and the parity as determined by A. These

operators obey the standard commutation relations

LK), 2Nk = 8,71 Byypgr Snr Sk = K').

The energy operator of the electromagnetic field expressed in
terms of the creation and annihilation operators is

Hp=2

JMN\

(A3)

dk ho SN () eMk). (A4)

The functions appearing in this decomposition (A1) and (A2)
can be expressed in terms of the following solutions 7'y (r)
of the scalar Helmholtz equation:

k
Topr) = 4/ mjj(kr) Y u(n),

where j,(kr) is the spherical Bessel function, Y () is the
spherical harmonic, and # is the unit vector in the r direction.
The functions B()‘) () and E()‘) (1) can be expressed in terms
of Tjyu(r) as follows [21, 22]

(AS)

ES(r) =iV X LT;y(r), (A6a)
B3 (r) = KLT )y, (1), (A6b)
ES3(r) =KLT (7). (A6c)
BUii(r) == iV X LTy (r), (A6d)

where L=—ir X'V is the angular momentum operator.

MAGNETIC DIPOLE COUPLING

In order to extract the relevant part of B(r) that will con-
tribute to the interaction Hamiltonian, we shall insert the
expansion (A2) into the formula (3b) and obtain the follow-
ing integrals (and their complex conjugate counterparts):

jds" p(r)BﬁZ,k(r)=fd3r p(NkLTp(r),  (A7a)

fd3” P(T)B%}k(") =—1 f d°r p(r)V X LT, (r).
(A7b)

The integral in Eq. (A7a) vanishes because after the integra-
tion by parts the angular momentum operator L acts on the
spherically symmetric function p(r). However, the integral in
Eq. (A7b) might contribute. In order to explore this possibil-
ity, we use the identity iV X L=—-iL XV-2V. Again, after
the integration by parts we find that the term iL X V does not
contribute. We are left only with the gradient term Vp(r)
=p'(r)n and we obtain

PHYSICAL REVIEW A 76, 062106 (2007)

f &r p(r)BYy(r) =2 f &Erp' (NuT (). (A8)

The integral over the angles will give a nonvanishing contri-
bution only when the spherical harmonic Y,(n) is a linear
combination of the components of the vector n, i.e., for J
=1. Therefore only the magnetic dipole component of the
magnetic field contributes to the interaction Hamiltonian
(3b). Using Eq. (A8) we can rewrite the interaction Hamil-
tonian (3b) in the form

* 2k
H1=_M¢,Ta-¢,.fd3r2f dk~\|—ji(kr)p'(r)
M Jo m

X nlY 1y (m)ey(k) + Yy (m)el (0)].

To simplify the formulas we introduced the following nota-
tion:

(A9)

e (k) = " (k), c (k) =", (k).

(A10)

co(k) = ¢ (k),

Using the explicit expressions for the spherical harmonics

3 —x—1iy
Yy ,(n)= \/8_77#,

(Alla)

3 x—iy
Yy 4(n)= \,8_77 P (Allb)

3z
Yy o(n) = Vit (Allc)
and the formula
4

fdQn,»nj=?775,j (A12)

we can perform the integration over the angles and write the
interaction Hamiltonian (5b) in the form

c;(k) + cT(k)

H,—Ecp*m/ff dk g (k)—k, (A13)

The annihilation and creation operators in the Cartesian basis
are built from the operators (A10) as follows:

ck) =) L i) -cik)
e = =2 =
c_(k) +c, (k) RAGETHC)
QW= R=i
c (k) = cy(k), ci(k) = cg(k). (A14)
They obey the standard commutation relations
[ci(k).c](k")] = 8,;0(k—k'). (A15)

The form-factor g(k) is defined as
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o) = - % f &r ' (M (k). (A16)

The integral in this formula is proportional to the Fourier
transform of p(r),

©

- f &rp' (1) (kr) = = 4m J dr p'(n)rj, (kr)

0

B * d [ sin(kr) cos(kr))
_47Tfo drp(r)dr< 2 T

= 477f drr p(r)sin(kr)
0

=k J &dr e *p(r) = kp(k). (A17)

ELECTRIC DIPOLE COUPLING

The calculation of the electric dipole Hamiltonian starts
from the following formulas that are the counterparts of Eqs.

(1):

Hy= f &Er o (r)H ) + % f &r[E*r) + B*(r)]:,

(A18a)

Hyj=—e f &Er " (rrg(r) - E(r), (A18b)

where H{ is the atomic Hamiltonian. This time we will have
four terms in the expansion of the electron field operators

W =2 o+ eI, (AL9)

where we used the Cartesian basis for the three wave func-
tions of the degenerate upper energy level. The wave func-
tions of the excited states and the ground state appearing in
this decomposition belong to the eigenvalues m, and m, of
the atomic Hamiltonian. We continue to denote the energies
by the letter m to stress the analogy with the relativistic
QED. The value of the dipole moment of the atomic transi-
tion between the ground state and an excited state, say the
state described by x¢,(r)/r, is

e

d=e f Er e = f Pr ¢, (Prey(r).
(A20)

Upon substituting the expansion (A19) into Egs. (A18),
we obtain

Hy=¢'mp+ % f &r[E*(r)+B%(r)]:, (A2la)
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H;=—dy' - f LPre(rn[n-EF)], (A21b)

where «(r)=eq,(r)ro,(r)/d. Note that according to Eq.
(A20), k(r)/3 may be viewed as the normalized radial dis-
tribution function of the dipole moment. It plays the same
role as p(r) played in the description of the spin system. The
diagonal matrix m describes the energy levels and the matri-
ces 7 describe the transitions between the ground state and
the excited states,

m, 0 0 0
. 0 m, 0 0
H = ,
0 0 m, 0
0 0 0 my
0O 0 O 1
0O 0 O 0
T, = ,
0O 0 O 0
1 0 0 0
0 0 0 0 0 0O 0 O
0 0 0 1 0 0O 0 O
7, = , T,=
0 0 0 0 0 0 0 1
0 1 0 0 0 0 1 0
(A22)

Substituting the expansion into multipoles (A1) of the elec-
tric field operator, we obtain two sets of integrals (and their
complex conjugate counterparts),

f &r k(r)n[n ~E5§31k(r)] = f &r k(r)nlin -V X LT;,(r)],

(A23a)

f &r k(r)n[n - EW) (r)] = f &r k(Nn[n - LKT ,(r)].
(A23b)

All integrals in the second set vanish because n-L=0. The
integrals in the first set can be simplified with the use of the
relations  in-V X LTy, (r)==L>T ;1 (r) ==J(J+ 1) T (7).
We can again argue, as in our discussion of Eq. (A8), that the
only nonvanishing contribution in the formula (A23a) comes
from the dipole component, when J=1. Thus the interaction
Hamiltonian becomes

Hy=d mif- f &Pr J dk\/gjl(kr);c(r)
M Jo m

X 1Y 1y ()dy (k) + Yy (m)dy(K)], (A24)

where we have introduced again a simplified notation for the
annihilation and creation operators
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d,(k)=c\ k), do(k) = k), d_(k)=c\, (k).

(A25)
Note that the electric dipole Hamiltonian (A24) has the same
general form as the magnetic dipole Hamiltonian (A9).

Therefore we may use the same methods to transform Eq.
(A24) to the form

.
H = wrz/,f dk 3(k) M, (A26)
\2k
where
0 = -2 f &r k() (k). (A27)
w3

APPENDIX B: RADIATIVE CORRECTIONS
TO THE PHOTON PROPAGATOR

1. SPIN SYSTEM

The contributions to the photon self-energy in the fourth-
order of perturbation theory corresponding to the diagrams
(b), (c), (d), and (e) in Fig. 6 lead to the following integrals:

d dl
Pl (ko) = f Po f "Tr{a Se(po+ ko) o,

XSE(po + ko + 1) S f(po + 10) 5, S F(Po) D (L) »
(B1)

dly 1

N “ dpy
Pk =J dk g*(k f
v (ko) 0 s (® 2wl 2w - B-iP+ie
1
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. * dpo (7 di
Pﬁ)(ko)=f 2_7:'{ ;(;TF{(TaSF(Po"'ko)UbSF(Po)Um

XSE(po+ 10)0,SE(Po) YD (i), (B2)

PYUD (ko) = iom f 2_7:_) Tr{o,Sr(po + ko) 0, F(Po) 7. Sk(po) }

(B3)

0

(46)(]‘0) =—i mzf

—00

d
= Tr{o,Sr(po + ko) o
2

XSr(po)o.SE(po)}- (B4)

The contributions corresponding to the diagrams (f), (g), and
(h) are the same as those corresponding to the diagrams (c),
(d), and (e). Therefore we shall calculate the contributions
only from the diagrams (c), (d), and (e) and multiply them by
2. Again, as in the lowest order, the matrices P, are diago-
nal in the angular momentum basis. All Feynman integrals
can be evaluated by the method of residues. We shall present
the detailed calculation of the first integral. The three remain-
ing contributions are even simpler to calculate and we shall
give only the final results. The nonvanishing components of
P(}h (ko) in the angular momentum basis are 7341’) (ko) and
(4

ko),

1 1

X Tr{o-_ o,
Do+ ko— (m—le)(rz *po+ko+1lo—

o
(m—-ie)a, p

—(m- ie)Uza-zpo —(m- ie)oz}
1 1 1 1

o+l

* S 1
=—2f dkgzuc)f ﬂf O
0 o 27 ) 2Tl — k" +i€py+ko—

dp f dl 1
Pplb) 2 o ¢
k dk g=(k
( o= f g )f 2'n'lo k2+l€
1

m+i€py+ly+m—iepy+m—ie

(B5a)

m+i€p0+k0+lo—

X Try o,
po+k0—(m—te)a'Z *po+ko+1lo—

—o_
(m—ie)o,

1 1
po+lo—(m- ie)UZUZpO —(m- ie)oz}
1 1 1 1

” “dpy (7 dl 1
0

o 2T

o 2Wl(2)—k2+iepo+k0+m—i6p0+k0+lo+m—iep0+lo—m+iep0—m+ie’

(B5b)
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PP (k) = J dk g(4) f o f t_

27T12—k2+ ie

PHYSICAL REVIEW A 76, 062106 (2007)

1 1 1
{Tr o, ; g, . g_ ;
p0+k0—(m—le)0'z Tpotko+ly—(m—i€)o. ‘po+ly—(m—i€)o, py—(m-ie)o.
T 1 1 1 1
+Tr o o_ o o
‘po+ko—(m—i€)a. py+ko+ly—(m—i€)a. ‘py+ly—(m—i€)a, py—(m—iea.
* “d *dl 1 1 1 1 1
=—2J dk g*(K) ﬂj ot . . . .
0 o 2T ) 2Tl -k +iepo+ko—m+iepy+ko+ g+ m—iepy+ly+m—iepy—m+ie
* Zdpy (7 dl 1 1 1 1 1
—2J dkg? (k) ﬂj P . . . -
0 o 2T ) 2wy — k" +iepy+ko+m—iepyg+ko+ly—m+iepy+ly—m+iepy+m—ie
(B3c¢)
|
Note the advantage of using the angular momentum 2m
. . . 7)(46)(k )= =

bases—in each case we are left with only one or two inte- + \Ko)= (2m - ko)?’
grals. We dropped several terms that did not contribute be- 0
cause they contained the squares of the o, matrices. Finally,
we replaced all o, matrices by 1 due to the presence of the plde) ko) = 7)(+4e)(_ ko), fpg)4e)( ko) = 0. (B7d)

projection operators [’, and I,. The results of the integra-
tions are

2 * dk g2 (k)
P (k)= ——— | ——2-"—— (B6
v (ko) Qm=kp)?J)y k k+2m—ky—ie (B6a)
PU(kg) = P (= ky), (B6b)
* dk g*(k) 1
P (ko) =~ 4 f — :
0" (ko) o k k+2m(k+2m)*—kj—ie
(B6¢)
The contributions corresponding to the diagrams (c), (d), and
(e) are
. 2 *dk  g*(k) 1 ” dk
P ko) = J — - —g(k
- o) m—kody k (k+2mP~ @m—k)?Jy k ®
1 2
X( —— ), (B7a)
k+2m—ky—ie k+2m

7)(_46)(/%) = 735,6)(— ko),

* dk g*(k) 1
Pk =-2f - ,
0" (ko) 0 kk+2m(k+2m)2—k§—ie

(B7b)
26m
@)y = —=Ms
Py (ko) 2m—ko)®
Pk = PL= ko), Pk =0 (BTe)

Collecting all contributions in the second and fourth order,
we obtain the following formulas for the three angular mo-
mentum components of the photon self-energy part:

)
P2k, =—21—b[ + ,
- ( O) ( ) 2m x k() (2m x k0)2
(B8a)
* dk g*(k) 1
Pk =—4f — :
o (ko) 0 kk+2m(k+2m)2—k§—ie
(B8b)
where
“dk  g*(k) 1 * dk g*(k)
b=2 - 25 = 2 .
o k (k+2m) 200-b)J, k

(B9)

TWO-LEVEL ATOM

The calculations of the fourth-order corrections to the
photon propagator for the two-level atom are much simpler
than those for the spin system. First, the propagator has only
one component. Second, the contributions corresponding to
the tadpole diagrams vanish. Third, there is no summation
over three different states in the internal photon lines. The
contribution corresponding to the diagram (b) in Fig. 6 is
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dp() dlo 1
Pk J dk g*(k f f
(ko) = &) o 27Tlo k2+l6
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1 1

X Tr\ o,
{ po+k0—(m—le)o'Z “po+ko+1y—

(m—ie)a’z} (B10)

o, o
(m—-ie)a, "po+ly—(m—ie)o. “py-

1 1 1 1

> dpo dlo 1
== dk g=(k) 2 12, . . . . .
0 o 2m) 2wk +iepg+kog+m—iepy+ko+ly—m+iepy+ly+m—iepy—m+ie

1 1 1 1

> dpo dlo 1
+ [ dkg (k) T : : ; —.
0 o 2m) 2wl -k +iepg+kg—m+iepy+ko+ly+m—iepy+ly—m+iepy+m—ie

Similar integrals are obtained for the diagrams (c) and (e) in
Fig. 6. The results of the integrations are

. 2 *dk §*(k)
P (ko) = f — ,
(ko) am?—i2)y k k+2m
£(k)

l o]
dk
Z—kgfo (k +2m)?

8m® f “ dk g*(k)
4m> =i )y k k+2m’

(B12a)

73(46)(760) == 4

(B12b)

(B12c)

. 2 16m?
77(4d)(k0)=5ma( m )

+ .
4m* k5 (4m® —kp)?

The sum of the contributions from all diagrams in the second
and fourth order is

PEH (ko) = P2 (ko) + P (kg) + 2P (k) + 2P (ko)

4m(1 - b
__dml=h) (B13)
4m _ko
where
w1 (P dk k) (k+4
b=—f dk g~(k)( 2m) (B14)
2m), k  (k+2m)

ELECTRIC DIPOLE ATOM

For completeness, we also present the self-energy parts in
the fourth order for the dipole atom. They are not much
different from those for the two-level atom and we list here
only the final results. There is one difference that is worth
mentioning. Namely, the contributions corresponding to the

(B11)

diagrams (c) and (d) are now different from the contributions
corresponding to the diagrams (f) and (g). This difference is
due to the triple degeneracy of the excited energy level that
breaks the symmetry between the |e) and |g) states that ex-
isted for the spin system and the two-level atom. Again, there
are no contributions from tadpole diagrams. The self-energy
parts in the fourth order are

2 *dk (k)
(4b)(ko) ’A o Ofo A (B15a)
. 2Am+ky [~ (k)
(4 )(k0)+73(4d)(k0) IJA T Of kk(k_'_Am)z’
(B15b)
2Am—ky [~ (k)
P (ko) + P (ko) = 6 e 0 fo s A
(B15¢)

where we used the values (59) for the mass corrections. The
total self-energy part in the second and fourth order is (dis-
regarding the Kronecker symbols)

P+ (ko) = 75(2)(](0) + 75(4b)(k0) + 75(46)(/%)
+ PU (ko) + P4 (ko) + P9 (ko)

2Am(1 = b)
= B16
A (B16)
where
o1 (" dk (k) (k+3Am)
b=— = B17
Am (k + Am)? (B17)
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